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Certain Subclasses of p- Valent Functions Defined by New Multiplier
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Abstract. In the paper, the new multiplier transformations J)(k, A, i,1) (0<x <1, 6,120, A>u>0;
p € IN) of multivalent functions is defined. Making use of the operator 82,,{ (A, 1, 1) two new subclasses

Pi, MI’I(A, B;0,p) and 5? /\,u,I(A’ B; 0,p) of multivalent analytic functions are introduced and investigated in

the open unit disk. Some interesting relations and characteristics such as neighborhoods, partial sums
and quasi-convolution properties of functions belonging to each of these subclasses ° | ” (A, B;o,p) and

ﬁjw (A, B; 0, p) are investigated.

1. INTRODUCTION AND DEFINITIONS

Let A(n, p) denote the class of functions normalized by

(o8]

flz)=2"+ Z nz" (p,neN:=(1,2,3,..}) (1)
k=n+p

which are analytic and p — valent in the open unit disk U = {z: ze Cand |z| < 1}.

Let f(z) and g(z) be analytic in U. Then, we say that the function f is subordinate to g if there exists a
Schwarz function w(z), analytic in U with w(0) = 0, |w(z)| < 1 such that f(z) = g(w(z)) (z € U). We denote
this subordination f < g or f(z) < g(z) (z € U). In particular, if the function g is univalent in U, the above
subordination is equivalent to f(0) = g(0), f(U) c g(U).

For f € A(n,p) given by (1) and g(z) given by:

g(z) =2 + Z bz (p,neN:=1{1,2,3,..})
k=n+p
their convolution (or Hadamard product), denoted by (f * g), is defined as

(f+9@ =2+ ) ab =g+ ) EeU).

k=n+p
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Note that f + g € A(n, p). In particular, we set
Alp, 1) = Ay, A,n):=AMn), A1,1):=A =A.

For a function f in A(n,p), Deniz and Orhan [1] defined the multiplier transformations j;f(/\, u,l) as
follows:

Definition 1.1. [1] Let f € A(n, p). For the parameters 6,A, u,l € R, A > u > 0and 6,1 > 0 define the multiplier
transformations ;;’(/\, u, 1) on A(n, p) by the following

T 1w Df@) = f@)
P+ DT, (A Df@ = Az’ f(@) + (A= p+ A=pAp) 2f @) + (p(L = A + 1) + 1) f(2)
(p + DI 1 Df@) = [Ty, D@ + (A= p+ (1= pAp LT, A, p, Df @)Y
+(p(1=A+ @)+ DTy A 1 Df(2)

T 1 DTE 1D @) = T, w DTSR, 1w, DFE)

forze Uandp,ne N :={1,2,..}.
If f is given by (1) then from the definition of the multiplier transformations 7, g(/\, U, 1), we can easily see that

[<k—p><Auk+A—u>+p+lé "
agz-.

Ty pDf@) =2+ ) o

k=n+p

Probability distributions are applied in a wide range of scientific areas, such as neural networks, eco-
nomic forecasting, radiationless sources, andmeteorology, and are used to describe several real-life phe-
nomena. Inmathematics, the concept is extensively used to study singular structures of Laplacian eigen-
functions, derivatives of distributions, orthogonal polynomials, transmission eigenfunctions, and impulse
functions (see, for example, [2-6]).

The Borel distribution (BD) was introduced by Wanas et al. [7] as

~ (‘liK)H_l e K

P(X=p) m

, 0<x<1, u=1,23,....

Furthermore, they introduced the series

& ik — p)[< Pt oK)
MK(Z)ZZ’”+Z [x( p()lg_p)'e Z, 0<kx<1, peN,

k=n+p

whose coefficients are probabilities of the BD.

The research on inclusion relations of analytic functions in certain special sets is a subject that has its
origin at the beginning of the study of geometric function theory. Ruscheweyh in [8] studied neighborhood
and inclusion relations of univalent functions. Srivastava et al. [9] investigated the inclusion properties of
multivalent functions. The authors in [10] derived inclusion symmetric relations for (g, d)-neighborhoods
of analytic univalent functions. For further results, please see [11-13] and works cited therein. Recently,
various subclasses of univalent functions in geometric function theory have been investigated (for details,
see [10, 14-17]).

Let us consider the linear operator B, f (z) : A(n,p) — A(n, p) as

Kk —p)] P elkp)
(k=p)!

akzk, 0<x<1, peN.

BKf(Z):MK(Z)*f(Z)=2p+ Z [

k=n+p
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For 6 > 0, we define the operator Bg/h, A wDf(z):= jg(/\, 1, DBy f (2) : A(n,p) — An,p) as

[ic(k = p)] 7 e ()
(k=p)!

Bef ()= B (L u ) f@=2+ Y

k=n+p

az,

(P +DBL (A D) f (@) = Apz? (B (L, ) fF @) + (A - p+A=-pAp)z(B, (L) F@) @
+(p=A+w+D8B) (A f(2)

(p+ DB (A, )) f (D) = Az (BL (L, ) f @) +(A - p+(1-pAp)z(BL. (A, D) f @)
+(pA=A+w)+1D) 8B, (A u]) f(2)
By (A1, D) (B, 1, ]) £ 2) = Bz (A, 1, 1) (B (A, 1) f (2))
forze Uandp,ne N:={1,2,..}.

If f is given by (1) then from the definition of the multiplier transformations B;Z,K (A, 1) f(z), we can
easily see that

B Au)f@=2"+ ) O 6Auud,
k=n+p

where

k— k=p-1 —1<(k—p) k — Auk + A — l
(Dfi,x(él/\/(u,l) — [K( P)] [( p)(Auk + W +p+

=) pei o
Now, by making use of the operator BM (A, 1, 1) f (z), we define a new subclass of functions belonging
to the class A(n, p).

Definition 1.2. 0 <« <1,A > u>0; [,6 > 0; p € N and for the parameters o, A and B such that
-1<A<B<1 0<B<land0<o<p,
we say that a function f(z) € A(n,p) is in the class Pi A (A, B;0,p) if it satisfies the following subordination

condition: [ ]
« (w0 f(2) l+4z
o 1 <17 G @)
If the following inequality holds true,
(8 (LuDf@]
I <1 (zeU) (5)
B (Al fz
Ol b+ (4 - B)p - o))

the inequality (5) is equivalent the subordination condition (4).

Furthermore, we say that a function f(z) € SD I(A B;0,p) is in the subclass P5 z(A B;o,p) if f(z) is
of the following form:

flz) =2 - Z Il 25 (p,n € N :=1{1,2,3,..}). (6)

k=n+p
The main object of the present paper is to investigate the various important properties and characteristics
of two subclasses of A(n, p) of normalized analytic functions in U with negative and positive coefficients,
which are introduced here by making use of the multiplier transformations 7’ 2(A, u,I) defined by (2).
Several properties involving generalized neighborhoods and partial sums for functlons belonging to the
class P" (A B;0,p) are investigated. Furthermore, we derive many results for the Quasi-convolution of

functlons belonging to the class 73;’( A z(A' B;o,p).
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2. BASIC PROPERTIES OF THE FUNCTION CLASS ?’2)\ ol (A, B; 0,p)

We first determine a necessary and sufficient condition for a function f(z) € A(n, p) of the form (6) to be
in the class P | . (A, B;a,p).

Theorem 2.1. Let the function f(z) € A(n, p) bedefined by (6). Then, the function f(z) is in the class ?’i A,H,I(A, B;o,p)
if and only if
Z k(1 + B)®, (6,7, i, D la] < (B~ A)(p - 0), )
k=n+p
where CI)’;,K(é, A, u, 1) is given by (3).
Proof. If the condition (7) hold true, we find from (6) and (7) that

8D f @] =pr| = B[S0 LD F @] =2 0B+ (A= BYp - 0)]

- Z k% (5, A, 1, ) lag 27
k=n+p

(B-A)p-0)'-B Z kD (8, A, 1, 1) lag] 2571
k=n+p

Z k(1 + B)q)’;,,((é, AwDlal —-B-A)p—-0)<0 zedU={z: zeCand |z] =1}).
k=n+p

IA

Hence, by the Maximum Modulus Theorem, we have

f2) € @,A,F,I(A, B;a,p).

Conversely, assume that the function f(z) defined by (6) is in the class ?’i p (A, B;0,p). Then, we have

[8 (Au)f@] .

zp-1

X8 ey KO (5, A, 1, 1) gl 257
(B=A)p - )2~ = BY,o, kO (6, A, 1, D) lag] 257

7

pLEOL g 4 (4~ B)p - o))

where z € U. Now, since |"R(Z)| < |z| for all z, we have

Yy KOF (0, A, 11, 1) lag] 25 3
(B - A)(p - O_)Zp_1 -B Z]tinﬂg kCDZ,K((S, A/ , l) |ﬂk| Zk_p

We choose values of z on the real axis so that the following expression:

85 (A D) f )]

zp-1

is real. Then, upon clearing the denominator in (8) and letting z — 1~ though real values, we get the
following inequality

Y. K1+ B, (6, A, D lad < (B = A)p - o).
k=n+p
This completes the proof of Theorem 2.1. [J

Remark 2.2. Since ?’i MJ(A’ B; 0,p) is contained in the function class Pi Mul(A’ B; 0,p), a sufficient condition for

f(z) defined by (1) to be in the class 7’2 A (A, B;0,p) is that it satisfies the condition (7) of Theorem 2.1.
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Corollary 2.3. Let the function f(z) € A(n, p) be defined by (6). If the function f(z) € PK " (A, B;0,p), then
B-A)p-o
o< —C D=9 e,
k(1 + B)®; (6, A, 1)
The result is sharp for the function f(z) given by:
B-A)p-
fz) = ( ) =0) Z (k,peN).

k(1 + B)O, (0, A, 1, 1)
We next prove the following growth and distortion properties for the class ?’i Al (A,B;0,p).

Theorem 2.4. If a function f(z) be defined by (6) is in the class i)i A,y,l(A’ B;a,p), then

=" 1 +B)D, 6 uDn+p—q)!

(B-A)p—o)n+p-1) -
@ n P4
<ol ((p D A+ BTG, D+ p— ) " ]|Z|

( p (B—A)p - ) +p-1)! )||”]|z|”‘q ©)

forq € Ny, p > qgand all z € U. The result is sharp for the function f(z) given by:

(B-A)p-o)
(n+p)(1+B)D, (5,4, 1, 1)

f(z) =2 - 2" (p e N). (10)

Proof. In view of Theorem 2.1, we have

(n+p)(1 + Bl (5,4, 1, 1)
(B=A)p-o)n+p)!

k(1 + B)® (6, A, 1, )
B-A)p-0)

Y ki< Y

k=n+p k=n+p

laxl <1,

which readily yields

i k!IakIS(B_A)(p o)n+p-—1) K,

k,p € N). 11
k=n+p (1 + B)(D”+p(6 /\ Hy l) F ) ( )

Now, by differentiating both sides of (6) g—times with respect to z, we obtain

=g q)' aEPW- a2 (q€ No; p>q). (12)

Theorem 2.4 follows readily from (11) and (12).
Finally, it is easy to see that the bounds in (9) are attained for the function f(z) given by (10). O

3. INCLUSION RELATIONS INVOLVING NEIGHBORHOODS

We follow earlier investigations (based upon the familiar concept of neighborhoods of analytic functions)
by Goodman [18], Ruscheweyh [8] and others including Srivastava et al. [9, 19], Orhan [20, 21], Deniz and
Orhan [22], and Aouf et al. [23] (see also [24]).

Firstly, we define the (11, )—neighborhood of function f(z) € A(n, p) of the form (1) by means of Definition
3.1 below.
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Definition 3.1. For 1 > 0 and a non-negative sequence S = {sy};” |, where

k(1 + B)®} (5, A, 1, 1)
(B—A)p-o0)
The (n, n)—neighborhood of a function f(z) € A(n,p) of the form (1) is defined as follows:

Sk = (k € IN).

NI =40 g@) =2+ Z bz € A(n, p) and Zsk|bk—ak|<n<n>0> (13)
k=n+p k=n+p

For s; = k, Definition 3.1 would correspond to the N;—neighborhood considered by Ruscheweyh [8].
Our first result based upon the familiar concept of neighborhood defined by (13).

Theorem 3.2. Let f(z) € Pi, A,u,l(A’ B; 0, p) be given by (1). If f satisfies the inclusion condition:

(f@)+ezl)(1 + 8)_1 € P‘er/H,,(A, B;o,p) (¢€C; |el<n; n>0), (14)

then
np (f) c PKAHI(A, B;o,p).

Proof. It is not difficult to see that a function f belongs to Pi, Al (A, B; 0,p) if and only if

[00c, A, 1, Df@)] = pz!
B[, A, 1, Df@)] - 271 [pB + (A - B)(p - 0)]

which is equivalent to

#1 (zeU; 1€C, |11=1),

(f*h)(2)/7" £0 (z€U), (15)
where for convenience,
k(1 + TB)CD L0, A, 1) '
©(B-A)p-o0)

(16)

h(z) :=2F + Z =2 + Z

k=n+p k=n+p
We easily find from (16) that

k(L +TB)DE (5,4, 1, )| k(1 +B)Y®,(8,A, 1, 1)
<
B-A)p-0) |= (B-Ap-o)

lex| < (k € N).

Furthermore, under the hypotheses of theorem, (14) and (15) yield the inequality

((f@) + e2)(1 + &)) + h(2)

- #0 (zeU)
" £)+he)
z) * h(z
—  *¢ (zelU),
which is equivalent to
f(z)*h(2)

- >n (zeU; n>0).

Now, if we let

9@ =2+ ) b e NIL(),

k=n+p
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then we have

= Z (ar — bk)Cka_p

k=n+p

‘ (f(2) - 9(2) * h(z)
P

k(1 + B)(I)l’grk(é, A ul)
(B—-A)p-o0)
Thus, for any complex number 7 such that |7| = 1, we have
(g=h)z) /2" #0 (zeU),
which implies that g € Pi, A,y,l(A’ B;0,p). The proof is complete. [J

<Y g — bl 1217 < 1 (z € U; 1> 0).

k=n+p

We now define the (1, n)—neighborhood of a function f(z) € A(n, p) of the form (6) as follows.
Definition 3.3. For ) > 0, the (n, n)— neighborhood of a function f(z) € A(n, p) of the form (6) is given by
k(L + B)®E (5, 4, 1, ]

(B-A)p-o0)

K/,Zp(f): g: g(z) =2 - Z biz" € An,p) and Z

k=n+p k=n+p

bl = laxll < 1 (n>0)p. (17)

Next, we prove Theorem 3.4.

Theorem 3.4. If the function f(z) defined by (6) is in the class P‘S ,(A B;o,p), then

N,;’,,(f) cP (A B;a,p)

1,A, 1,

where
3 n[Au(m +p)+ A —u]
Cn[Aum+p)+A-ul+p+l
The result is the best possible in the sense that 1) cannot be increased.

Proof. For a function f(z) € 57’2;2[/1 (A, B; g, p) of the form (6) Theorem 2.1 immediately yields

k(1 + B)®k (5,7, 1) o
Z : lal < P ' (18)
k=n+p (B~ A)p-o) nAum+p)+A—ul+p+1
Similarly, by taking
. N n[Au(n+p)+ A -]
9@ =2" = ) bl eNT(F) |n= ,
k;zﬂ nfAu(n+p)+ A —ul+p+1
we find from the definition (17) that
KL+ B)DE (5,4, 1]
Z (B-A)p-o0) bkl = laxll < 1 (n > 0). (19)

k=n+p
With the help of (18) and (19), we have

< k(1 + B)DE(5,A, 1, ])
b
L wa6-0 <L

k=n+p

k(l + B)q)];,k(él /\/ [‘l’ l)
B-Ap—o0 ™

k(1 + Bk (5,4, 41, 1)
vy F Ao I~

k=n+p

p+l
nfAum+p)+A-ul+p+1

+n=1
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Hence, in view of the Theorem 2.1 again, we see that g(z) € ﬁ’i*ly (A, B;g,p).

A
To show the sharpness of the assertion of Theorem 3.4, we consider the functions f(z) and g(z) given by
B-A)p- —
fl@) =2~ E-Ap - 2 € P (A,B;o,p)
(n+p)A+B)D, (6 +1,4,u,1) bl
and
B—-A)p- B—A)p -
B Y7L W L)
(n+p)1+B)D, O +1,A,uD) (n+p)1+B)D, 5 A ul)

where n* > 1. Clearly, the function g(z) belong to /ﬂ\v/,'fp (f)- On the other hand, we find from Theorem 2.1 that
9(z) ¢ 7~’i A (A, B;0,p). This evidently completes the proof of Theorem 3.4. [

4. PARTIAL SUMS OF THE FUNCTION CLASS 552)\ ol (A, B; 0,p)

Following the earlier work by Silverman [25] and recently Liu [26] and Deniz and Orhan [22], in this
section we investigate the ratio of real parts of functions involving (6) and its sequence of partial sums
defined by

m=12,.,n+p-1;

v =] 3
zZ) =
" =Yl 2, m=ntpntp+1,..

(k=n+p; n,peN) (20)

and determine sharp lower bounds for R {f(z)./ ¢u(z)} and R {Y(2)./ f(2)} .
Theorem 4.1. Let f € A(n,p) and ,(z) be given by (6) and (20), respectively. Suppose also that

< k(1 + B)®; (6,4, 1, 1)
k; Oxla] <1 (where Oy = B-A)p—0) (21)
=n+p
Then for m > k + p, we have
/@) ) 1
pat >1- 22
(lpm (Z) 9m+1 ( )
" Yn(2)
m Z 0
R > 23
() ¥ )
The results are sharp for every m with the extremal functions given by:
flz) =2V - ! Z™ (24)
9m+1

Proof. From the hypothesis of the theorem 4.1, we see that
Ors1 > 0k >1 (k=n+p).

Therefore, we have

i lak| + Omi1 i lax| < i Oklaxl < 1 (25)

k=n+p k=m+1 k=n+p
using hypothesis (21) again.
We set 5 )
f(Z) ( 1 )] Ot ]Zm+1 |ax| 277
w(z) = 6, —(1- =1- . 26
( ) +1 [lpm(z) 6m+1 1-— ZZ1=”+p |aklzk_p ( )
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By applying (25) and (26), we find that

—Om1 Lgeen |kl 277
2= 2% Il 257 = Ot K el 2277
< Om+1 leer] |eag |
T 2= 2% Ak 25 = O i lakd

which shows that R (w(z)) > 0 (z € U). From (26), we immediately obtain the inequality (22).
To confirm that the function f given by (24) gives a sharp result, we observe for z — 1~ that

f(Z) =1 1 Zm—p+1 1

—1-

Y (2) B Om+1 Ops1
which shows that the bound in (22) is the best possible. Similarly, if we set

I][J,,,(Z) _ 6m+l ]:1 + (1 + eerl) Z}Znﬁl |ak|zk_p
1= X, 257

“a -

<1 (zeU; kzn+p),

7

7

P(z) = (1+ 6m+1)[ @ 1+ 6w

and make use of (25), we can deduce that

Pz) -1
P(2) +1

(1 + Or1) Z;imﬂ | A
2 =200y Akl 257 4 (O = 1) il lail 267
< (1 + Ops1) X lnl
T 2250 Akl 2P = (O = 1) g Ik

which leads us immediately to assertion (23) of the theorem.

<1 (zelU; k=n+p),

18

The bound in (23) is sharp with the extremal function given by (24). The proof of theorem is thus

complete. [

5. PROPERTIES ASSOCIATED WITH QUASI-CONVOLUTION

In this part, we present results concerning the Quasi-convolution of a function that is in the class

P2 A Biop).

For the functions f(z) € A(n, p) given by:

file) =2 - Z |ak,j|zk (jzl,m, pelN),

k=n+p

we denote by (f1 ® f)(z) the Quasi-convolution of functions fi(z) and f,(z), that is,

(fref)z) =2 — Z |21 | |ax2| 5.

k=n+p

Theorem 5.1. If f;(z) € i’i//\,”’l(A, B;oj,p) (j =1,m), then

(fisfroof)@) e, (ABTY,p),

where
[T (B - A)p - o))

C(B-A)(n+p)1+ BTG, A, u, DI

Y:i=p

(27)
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The result is sharp for the functions f;(z) given by:

(B-A)p-0))

(n+p)(1 + Bl (5,4, 1, 1)

filz) =2 -

Proof. For m =1, we see that Y = 0. For m = 2, Theorem 2.1 gives

= k(1 +B)® (6,4, 1, 1)
Z (B—A)p - o))

k=n+p

| <1 (=1,2).

Therefore, by the Cauchy-Schwarz inequality, we obtain
i k(1 + B)®} (5,A, 1, 1) sl ea] < 1
- k1| |ax2| < 1.
T (B - A)p - o))

To prove the case when m = 2, we have to find the largest Y such that

= k(1 +B)® (6,4, 1, 1)
Z B-A)p-7)

k=n+p

|11k,1| |ﬂk,z| <1,

or such that
k1| || - ok ||

(B-A)p-Y) "~ \/sz-:l (B-A)p - a]').

,|ﬂk,1} )ﬂk,2| < B-A)p-7)

VI (B - A)p o))
Further, by using (29), we need to find the largest Y such that
2
VI (B - A)p o)) L B-Ap-1)
P <
k(1 + B)®;,, (5, A, 1, 1) \/H?:l(B ~A)p - o))

This is equivalent to

or, equivalently, that
1 k(1 + B)®; (5, A, 1, 1)

E-Ap-0 " T,B-Ap-0)

It follows from (30) that
[T5.(B - A)p - o))
(B - A)k(l + B)CDI;J,K((S/ A/ 2% l) '

<p-
Now, defining the function x(k) by:
[Tj1(B - A)p - o))

(B — A)k(1 + B)YDE (5,4, 11, 1)’

x(k)=p -~

we see that x’(k) > 0 for k > p + n. This implies that
[T (B-A)p - o))

2P (j=1,m).

Y<x(n+p) =p-
pK

(B—A)n+p)1+B)O, TS, u1,1)

19

(28)

(29)

(30)
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Therefore, the result is true for m = 2.
Suppose that the result is true for any positive integer m. Then, we have (fi e f, o ... f, ® f,.1)(z) €

;)i,)\,y,l (A,B;y,p), when
- (B—-A)p —1)B —A)p — om+1)
(B - A)(n +p)(1 + B)YD, (5,4, 1, 1)

where Y is given by (27). After a simple calculation, we have

15 (B - A)p - o))

S B-A)n+pA+ BTG A, p DI

y=p

Thus, the result is true for m + 1. Therefore, by using the mathematical induction, we conclude that the
result is true for any positive integer m.
Finally, taking the functions f;(z) defined by (28), we have

- (B-A)p-o0)) .
(fisheofi® = 2- £1@+MO+BMﬁﬂ&kyﬁ 2
= 2/ =AM,
which shows that
i k(1 +B)® (5,7, 1, 1) _ (mp(+ B)®, 7 (5,7, 1, l)A
L B-Ap-1n B-A)p-T1) -

(n+p)(1 +B)D, " (5,4, 1, 1)
B-A)p-7)

2
(B-A)p-o0))
AT o)
Lo+ ma+Bo)e,A, )
Consequently, the result is sharp. O
Putting 0; = 0 (j = 1,m) in Theorem 5.1, we have Corollary 5.2

Corollary 5.2. If fi(z) € P2, (A, B;0,p) (j = 1,m), then

(frefooof)@ P, (A BY,p)
where
(B - A)p - o)]"

(B=A)(n+p)1+ BTG, A, D

YT:=p

The result is sharp for the functions f;(z) given by:

L B-Ap-9) o
IO = e pas om0

Conclusion 5.3. In this study, new subclasses of p-valent analytic functions associated with Borel distribution
functions were introduced by means of a generalized multiplier transformation. Several fundamental properties
of these subclasses were investigated, including coefficient estimates, growth and distortion bounds, neighborhood
inclusions, partial sum results, and quasi-convolution properties. 1t is expected that the techniques and results
presented here will stimulate further research on multivalent function classes associated with probability distributions
and related operator theory.
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